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Target chamber





One Terabyte of data to be downloaded in ~50 Minutes for each shot.
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Tools are being built to manage and integrate:
simulations, machine state and experimental shot data

 Data originate from multiple
sources
• Simulations
• Machine state

− Configuration
− Calibration
− Instantiation
− Inspection

• Experimental shot data

 Data are generated in multiple
formats

 Data are analyzed in multiple,
parallel work-flows with a time
budget of ~30 minutes

 Data will survive beyond NIF’s 30
year lifespan

Image data provided by analysis and
visualization tools
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Calibration Produces Hierarchical Data Format (HDF) & Excel

Calibration Data
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Shot Set-up Produces XML

Campaign Management Tool (CMT)

Shot Set-up XML

Control System (ICCS)
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Optics Inspection Produces High-Resolution Images and
Requires Sophisticated Analysis to Identify Flaws

Final Optic Damage
Inspection (FODI)

FODI Image (32MB)

Flaw site size

Flaw site image via microscopy

Multiple optics in each of the 192
beams are inspected after every shot
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Experiments Produce Hierarchical Data Format (HDF5)

Target diagnostic
data capture

Results saved as
HDF

Target diagnostics
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A Common Database Platform Enables Integrated Tools

Simulations

Experiments

Data Types

Machine State

Oracle
Database
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A 30+ Year Lifetime Creates an Interesting Naming Problem

urn:llnl.gov:nif:archive:534f55c6-2271-487d-9c8d-9cc20d7af3af

1   Identifies value as a Uniform Resource Name (URN)

 Identifies the source of the data

3   Identifies scientific archive as the holder of the object

4   Unique identifier which is guaranteed for the life of NIF and beyond

1 2 3 4

1

2

3

4

NIF has adopted the W3C standard for naming long-lived objects
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 NIF depends on the integration of a variety of data
• Simulations
• Machine state
• Experimental shot data
• Status of optics (damage sites)

 Data integration requires a common platform for data management & analysis tools

 Between shots(~3/day), data must be quickly and carefully analyzed to properly plan
for next shot
• Goal is 30 min to process all data

 NIF Data must:
• Outlast the 30 year lifetime of the facility
• Be searchable and navigable with transparent relationships
• Be stored economically which implies tiered storage
• Be secure and released for review on a controlled basis

Data management plays a critical role in the success of NIF


